
rylated SLR1 protein, we pretreated the wild
type and gid2-1 with uniconazol, an inhibitor of
GA biosynthesis. We detected one faint radio-
active band in uniconazol-pretreated wild type
and this band disappeared after treatment with
GA3 (Fig. 3C, lanes 1 and 2). This supports our
theory that the phosphorylated SLR1 protein is
destabilized by bioactive GA. In contrast, we
observed one strong radioactive band in gid2-1
and GA3 treatment increased its intensity (Fig.
3C, lanes 3 and 4). The mobility of the radio-
active band corresponded to the upper band in
gid2-1, and the intensity of the upper band
observed by immunoblotting increased after
treatment with GA (Fig. 3C, lanes 5 and 6).
This GA-induced phosphorylation of SLR1
protein in gid2-1 was gradually increased after
GA3 treatment (Fig. 3D). These results indicate
that GA increases SLR1 phosphorylation and
may lead to degradation of phosphorylated
SLR1 in wild type but that degradation of the
phosphorylated SLR1 in gid2 is inhibited and
consequently the protein is accumulated.

The fact that a loss of function in an F-box
protein, GID2, causes accumulation of the SLR1
protein leads us to speculate that GA-dependent
degradation of SLR1 protein is caused by the
ubiquitin/26S proteasome pathway. To test this
possibility, we examined the polyubiquitination
of SLR1 protein in vivo by immunoblotting with
antibody to ubiquitin (Ub). In wild type treated
with a proteasome inhibitor, MG132, a low level
of polyubiquitinated SLR1 was observed without
GA treatment (Fig. 3E, lane 1), and GA treatment
induced the accumulation of polyubiquitinated
SLR1 protein (Fig 3E, lane2). In contrast, in
gid2-1, we observed no ubiquitinated SLR1 with
or without GA treatment (Fig. 3E, lanes 3 and 4).
These results suggest that the SLR1 protein is
degraded via the ubiquitin/26S proteasome path-
way mediated by the SCFGID2 complex.

The F-box protein in the SCF complex func-
tions as a receptor that selectively recruits target
proteins into the complex to degrade these pro-
teins through ubiquitination. This SCF-mediat-
ed signaling pathway is well conserved in yeast,
mammals, and higher plants (21–25). Accord-
ing to recent advances in understanding SCF-
mediated pathways in yeast and animals (21–
23), modification of the target protein is a pre-
requisite for interaction between the target and
F-box proteins, and phosphorylation is one of
the most common types of modification of
target proteins. Although there are no previous

reports that phosphorylation of target proteins
triggers SCF-mediated degradation in plants,
our results indicate that GA-dependent phos-
phorylation of SLR1 triggers the ubiquitin-me-
diated degradation in a manner similar to the
SCF-mediated pathway in yeast and animals.
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Discrete Coding of Reward
Probability and Uncertainty by

Dopamine Neurons
Christopher D. Fiorillo,* Philippe N. Tobler, Wolfram Schultz

Uncertainty is critical in the measure of information and in assessing the
accuracy of predictions. It is determined by probability P, being maximal at P!
0.5 and decreasing at higher and lower probabilities. Using distinct stimuli to
indicate the probability of reward, we found that the phasic activation of
dopamine neurons varied monotonically across the full range of probabilities,
supporting past claims that this response codes the discrepancy between pre-
dicted and actual reward. In contrast, a previously unobserved response co-
varied with uncertainty and consisted of a gradual increase in activity until the
potential time of reward. The coding of uncertainty suggests a possible role for
dopamine signals in attention-based learning and risk-taking behavior.

The brain continuously makes predictions
and compares outcomes (or inputs) with
those predictions (1–4). Predictions are fun-
damentally concerned with the probability
that an event will occur within a specified
time period. It is only through a rich repre-
sentation of probabilities that an animal can
infer the structure of its environment and
form associations between correlated events
(4–7). Substantial evidence indicates that do-

pamine neurons of the primate ventral mid-
brain code errors in the prediction of reward
(8–10). In the simplified case in which re-
ward magnitude and timing are held constant,
prediction error is the discrepancy between
the probability P with which reward is pre-
dicted and the actual outcome (reward or no
reward). Thus, if dopamine neurons code re-
ward prediction error, their activation after
reward should decline monotonically as the

Table 1. Amounts of endogenous GAs in wild type and gid2 (ng per g of fresh weight).

GA53 GA44 GA19 GA20 GA1

Wild type
Lot 1 5.6 2.6 20 0.5 0.3
Lot 2 4.0 2.9 28 0.3 0.5
gid2-1
Lot 1 4.1 6.0 26 2.4 47
Lot 2 4.2 6.0 23 2.4 56
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probability of reward increases. However, in
varying probability across its full range (P !
0 to 1), a fundamentally distinct parameter is
introduced. Uncertainty is maximal at P !
0.5 but absent at the two extremes (P ! 0 and
1) and is critical in assessing the accuracy of
a prediction. We examined the influence of
reward probability and uncertainty on the
activity of primate dopamine neurons.

Two monkeys were conditioned in a Pav-
lovian procedure with distinct visual stimuli
indicating the probability (P ! 0, 0.25, 0.5,
0.75, and 1.0) of liquid reward being deliv-
ered after a 2-s delay (11). Anticipatory lick-
ing responses during the interval between
stimulus and reward increased with the prob-
ability of reward (Fig. 1), indicating that the
animals discriminated the stimuli behavioral-
ly. However, at none of the intermediate
probabilities was there a difference in the
amount of anticipatory licking between re-
warded and unrewarded trials (fig. S1). This
suggests that the expectation of reward did
not fluctuate significantly on a trial-by-trial
basis as a result of the monkey learning the
reward schedule (11).

Dopamine neurons of ventral midbrain
areas A8, A9, and A10 (fig. S2) were identi-
fied solely on the basis of previously de-
scribed electrophysiological characteristics,
particularly the long waveform of their im-
pulses (1.5 to 5.0 ms) (11). The analyses
presented here are for the entire population of
dopamine neurons sampled, without selection

for the presence of any event-related re-
sponse. Dopamine neurons (n ! 188) showed
little or no response to fully predicted reward
(P ! 1.0), but they displayed the typical
phasic activations (8–10) when reward was
delivered with P " 1.0, even after extensive
training (Fig. 2, A and B). The magnitude of
the reward responses increased as probability
decreased, as illustrated by linear regression
analyses (correlation coefficient r 2 ! 0.97,
P ! 0.002 and r 2 ! 0.92, P ! 0.01 in
monkeys A and B, respectively) (Fig. 2C and
fig. S3A) (12). Although dopamine neurons

discriminated the full range of probabilities
effectively as a population, in contrast to Fig.
2A, many single neurons appeared not to
discriminate across the full range (13). For
trials in which reward was predicted with
intermediate probabilities (P ! 0.25 to 0.75)
but did not occur, neuronal activity was sig-
nificantly suppressed. The amount of sup-
pression tended to increase with probability
(r 2 ! 0.65, P ! 0.20 and r 2 ! 0.80, P !
0.10 in monkeys A and B, respectively) (Fig.
2, B and D) although the quantification of
suppression may have been limited by the
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Fig. 1. Conditioned licking behavior increased
with reward probability. The ordinate displays
the mean duration of licking during the 2-s
period from conditioned stimulus onset to po-
tential reward. Each point represents the mean
(#SEM) of 2322 to 6668 trials. Standard errors
are too small to be visible. The behavioral data
shown were collected between the first and last
day of recordings and include data collected in
the absence of physiological recordings.

Fig. 2. Dependence of pha-
sic neuronal responses on
reward probability. (A)
Rasters and histograms of
activity in a single cell, il-
lustrating responses to the
conditioned stimuli and re-
ward at various reward
probabilities, increasing
from top to bottom. The
thick vertical line in the
middle of the top panel
(P ! 0) indicates that the
conditioned stimulus re-
sponse to the left and the
reward response to the
right were not from a sin-
gle trial type as in other
panels but were spliced to-
gether. Reward at P ! 0.0
was given in the absence of
any explicit stimulus at a
rate constant of 0.02 per
100 ms and thus presum-
ably occurred with a low
subjective probability (11).
Only rewarded trials are
shown at intermediate
probabilities. Bin width !
20 ms. (B) Population his-
tograms of rewarded (left)
and unrewarded (right) tri-
als at P ! 0.5 (n ! 39,
monkey A, set 1). Bin
width ! 10 ms. (C to E)
The median response (n !
34 to 62) measured in
fixed standard windows,
along with symmetric 95%
confidence intervals (bars)
(11). Circles and squares

represent data from analogous experiments, with the squares
representing a subsequent replication of the prior “circle” data
but with distinct visual stimuli and only two or three probabil-
ities tested. Error bars represent standard errors. In (C), the
median magnitude of reward responses as a function of prob-
ability is shown, normalized in each neuron to the response to
unpredicted reward. Unpredicted reward caused a median in-
crease in activity that ranged from 76 to 270% above baseline

for the four picture sets. Analogous to (C), fig. S3A shows means (#SEM) for a subset of responsive
neurons (11). In (D), the median magnitude of responses to no reward as a function of probability is
shown, normalized in each neuron to the response at P ! 0.5. Median decreases in activity at P ! 0.5
ranged from –22 to –55% below baseline. Symbols represent picture sets as shown in (C). At reward
probability P ! 0 for monkey B, a neutral visual stimulus was predicted (P ! 0.5) by the conditioned
stimulus. The data point shows the response after the neutral stimulus failed to occur. In (E), responses
to conditioned stimuli are shown, normalized in each neuron to the response to the stimulus predicting
reward at P ! 1.0. The median response to this stimulus ranged from 67 to 194% above baseline.
Symbols represent picture sets as shown in (C). The stimuli with P ! 0 for monkey A, set 2, and for
monkey B, set 1, predicted the subsequent occurrence of a neutral visual stimulus with P ! 0.5.
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low spontaneous activity levels. Conditioned
stimuli elicited the typical phasic activations
(8–10), with their magnitude increasing with
increasing reward probability (r 2 ! 0.80,
P ! 0.04 and r 2 ! 0.69, P ! 0.08 in
monkeys A and B, respectively) (Figs. 2, A
and E, and 3, A and B). In summary, the
phasic activations varied monotonically with
reward probability, although further conclu-
sions about the quantitative relations are not
warranted (13).

The present work revealed an additional,
previously unreported activation of dopamine
neurons. There was a sustained increase in
activity that grew from the onset of the con-
ditioned stimulus to the expected time of
reward (Fig. 3, A and B). At P ! 0.5, 29% of
188 neurons showed significant increases in
activity before potential reward, whereas 3%
showed decreases (P " 0.05, Wilcoxon test).
By contrast, at P ! 1.0, only 9% showed
significant increases, and 5% showed signif-
icant decreases. For the population response,
the sustained activation was maximal at P !
0.5, less pronounced at P ! 0.25 and 0.75,
and absent at P ! 0.0 and 1.0 (Fig. 3C and
fig. S3B). Statistical analysis revealed a sig-
nificant effect of uncertainty on the popula-
tion response (P " 0.005 in each of four data
sets) (11), indicating that the sustained acti-
vation codes uncertainty (14). Furthermore,
the peak of the sustained activation occurs at
the time of potential reward, which corre-
sponds to the moment of greatest uncertainty
(15). The particular function of uncertainty
signaled by dopamine neurons is not known
(13), but we note that common measures of
uncertainty (variance, standard deviation, and
entropy) are all maximal at P ! 0.5 and have
highly nonlinear relations to probability, be-
ing very sensitive to small changes in prob-
ability near the extremes (P ! 0 or 1).

The phasic and sustained activations dif-
fered not only in timing and relation to re-
ward probability, but also in their occurrence
in single neurons. In Fig. 3D, the magnitude
of the phasic and sustained activation is
shown for each neuron (n ! 241). First, a
substantial number of neurons had little or no
response of either type (13); however, the
magnitudes of each type of response fell
along a continuum, with no evidence for
subpopulations among dopamine neurons.
Second, the magnitude of the sustained ac-
tivation showed no consistent relation to
the magnitude of phasic activation across
neurons. This was the case both for the
phasic response to conditioned stimuli (r !
0.095, P $ 0.10) and for the response to
unpredicted reward (r ! – 0.024) (Fig. 3D).
In contrast, there was a significant positive
correlation of phasic responses between
conditioned stimuli and reward (r ! 0.196,
P " 0.01) (fig. S4). Thus, the phasic and
sustained activations appear to occur inde-

pendently and within a single population of
dopamine neurons.

Although the sustained activation occurs
in response to reward uncertainty, it is impor-
tant to know whether it is specific to motiva-
tionally relevant stimuli or generalizes to all
uncertain events. We conditioned two visual
stimuli in a series, with the second following
the first in only half of the trials (P ! 0.5).
The stimuli were distinct but entirely analo-
gous to the other stimuli used for condition-
ing. Dopamine neurons showed neither
sustained (Figs. 3C and 4A) nor phasic re-
sponses (Fig. 2, D and E) to either the first or
second of these stimuli. Thus, the sustained
activation seems to be related to uncertainty
about motivationally relevant stimuli.

If the sustained dopamine activation is re-
lated to the motivational properties of uncertain

rewards, it should vary with reward magnitude.
We used distinct visual stimuli to predict the
magnitude of potential reward at P ! 0.5 and
found that the sustained activation of dopamine
neurons increased with increasing reward mag-
nitude (n ! 84, P " 0.02 in each monkey) (Fig.
4A) (11). The sustained activation could reflect
the discrepancy in potential reward rather than
absolute reward magnitude. To address this is-
sue, we performed an additional experiment (53
neurons in monkey B) in which reward was
delivered in each trial but varied between two
magnitudes at P ! 0.5. One stimulus predict-
ed a small or medium reward, another pre-
dicted a small or large reward, and a third
predicted a medium or large reward. The
sustained activation was maximal after the
stimulus predicting the largest variation
(small versus large reward) (P " 0.01) (Fig.

Fig. 3. Sustained activation
of dopamine neurons pre-
cedes uncertain rewards. (A)
Rasters and histograms of ac-
tivity in a single cell with re-

ward probabilities ranging from 0.0 (top) to 1.0 (bottom). This neuron showed sustained activation
before potential reward at all three intermediate probabilities. Both rewarded and unrewarded
trials are shown at intermediate probabilities; the longer vertical marks in the rasters indicate the
occurrence of reward. Bin width! 20 ms. (B) Population histograms at reward probabilities ranging
from 0.0 (top) to 1.0 (bottom). Histograms were constructed from every trial in each neuron in the
first picture set in monkey A (35 to 44 neurons per stimulus type; 638 total trials at P! 0 and 1200
to 1700 trials for all other probabilities). Both rewarded and unrewarded trials are included at
intermediate probabilities. At P ! 0.5, the mean (#SD) rate of basal activity in this population was
2.5 # 1.4 impulses per second before stimulus onset and 3.9 # 2.7 in the 500 ms before potential
reward. (C) Median sustained activation of dopamine neurons as a function of reward probability.
In analogy, means (#SEM) are shown in fig. S3B for a subset of responsive neurons (11). Symbols
have the same meaning as in Fig. 2C. For monkey A, set 1, the points at P ! 0.25 and 0.75 may
underestimate the amount of sustained activation, as 11 cells with unusually high levels of
sustained activity at P ! 0.5 (median activation of 72%) were not tested at P ! 0.25 or 0.75. This
was because, at the time of those experiments, the novel form of activation cast doubt on the
dopaminergic identity of the neurons. For P ! 0 in monkey A, set 2, and in monkey B, set 1, there
was a 50% chance of a neutral stimulus following the conditioned stimulus. (D) Sustained
responses (at P ! 0.5) plotted against phasic responses to unpredicted reward (P ! 0) for all
neurons recorded in both monkeys (188 neurons, with an additional 53 neurons tested with
different reward magnitudes as in Fig. 4B; five outlying neurons, in both dimensions, are not
shown).
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4B). These data indicate that the amount of
sustained activation by reward uncertainty in
dopamine neurons increases with the discrep-
ancy between potential rewards.

The present results demonstrate two dis-
tinct response types in dopamine neurons.
Brief, phasic activations changed monotoni-
cally with increasing reward probability,
whereas slower, more sustained activations
developed with increasing reward uncertain-
ty. These sustained activations were not ob-
served in previous studies in which predic-
tions had low uncertainty. Thus, the activity
of dopamine neurons carries information
about two intimately related but fundamen-
tally distinct statistical parameters of reward.
A potentially analogous coding scheme was
identified in neurons of the fly visual system,
in which the visual stimulus and uncertainty
about that visual stimulus appeared to be
coded independently in single neurons (16).

By systematically varying reward proba-
bility, we show that the phasic activity of
dopamine neurons matches the quantitative
definition of reward prediction error. Re-

sponses to reward decreased with increasing
reward probability, and, conversely, respons-
es to the predictive stimulus increased. Fur-
thermore, reward always elicited responses
when it occurred at P " 1, even after thou-
sands of pairings between stimulus and re-
ward. By always coding prediction error over
the full range of probabilities, dopamine neu-
rons could provide a teaching signal in accord
with the principles of learning originally de-
scribed by Rescorla and Wagner (17–19).

In addition to those principles described
by Rescorla-Wagner, other basic intuitive
principles of associative learning have been
described, focusing in particular on the im-
portance of attention (20, 21). It is generally
accepted that no single principle alone is
sufficient to explain all observations of ani-
mal learning, and the various theories are thus
considered to be complementary (6, 7). The
Pearce-Hall theory proposes that attention
(and thus learning) is proportional to uncer-
tainty about reinforcers (21, 22). As dopa-
mine neurons are activated by reward uncer-
tainty, dopamine could facilitate attention
and learning in accord with the Pearce-Hall
theory. This raises the possibility that two
fundamental principles of learning are em-
bodied by two distinct types of response in
dopamine neurons (23).

The link between uncertainty, attention,
and learning has two related aspects [another
aspect is given in (24)]. The goal of learning
can be seen as finding accurate predictors for
motivationally significant events. Subjective
uncertainty indicates that the animal lacks an
accurate predictor and thus indicates the util-
ity of identifying a more accurate predictor
(25). Similarly, and as indicated by mathe-
matical principles of information (26), only
in the presence of uncertainty is it anticipated
that there will be information available in the
outcome. If reward (P ! 1) or no reward
(P ! 0) occurs exactly as predicted, that
event contains no information beyond that
already given by the conditioned stimulus;
that is, it is redundant. However, when the
prediction of reward is uncertain, the out-
come (reward or no reward) always contains
information. The outcome at P ! 0.5 con-
tains, on average, the maximal amount of
information (one bit) of any probability. The
processing of this reward information is dem-
onstrated by the fact that prediction error
signals are always generated in dopamine
neurons when reward outcomes occur under
conditions of uncertainty. Thus, subjective
reward uncertainty corresponds both to the
utility of identifying more accurate predictors
and to the expectation of reward information.
Through its widespread influence, dopamine
could control a nonselective form of attention
or arousal, which is dependent on uncertainty
and designed to aid the learning of predictive
stimuli and actions.

Although dopaminergic signals may pro-
mote a particular form of attention, an extensive
literature has already established the critical im-
portance of dopamine in reward and reinforce-
ment. Whereas the phasic response of dopamine
neurons to reward prediction error fits remark-
ably well with dopamine’s presumed role in
appetitive reinforcement (10, 17, 18), the acti-
vation by reward uncertainty may appear incon-
sistent with a reinforcing function. This apparent
discrepancy would be resolved to the extent that
postsynaptic neurons can discriminate the two
forms of activity. However, it seems unlikely
that the two patterns of activity can be discrim-
inated perfectly, especially given the slow time
course of dopamine transmission. Rather than
arguing against a role for the activity of dopa-
mine neurons in reinforcement, one might ask
whether reward uncertainty itself has rewarding
and reinforcing properties. Indeed, gambling be-
havior is defined by reward uncertainty and is
prevalent throughout many cultures. Animals
display a potentially related behavior, preferring
variable over fixed reward schedules [for dis-
cussion, see (27) and (28)]. The present results
suggest that dopamine is elevated during gam-
bling in a manner that is dependent on both the
probability and magnitude of potential reward.
This uncertainty-induced increase in dopamine
could contribute to the rewarding properties of
gambling, which are not readily explained by
overall monetary gain or dopamine’s corre-
sponding role in prediction error (as losses tend
to outnumber gains) (29). The question arises as
to why a reward signal would be produced by
reward uncertainty. Although risk-taking behav-
ior may be maladaptive in a laboratory or casi-
no, where the probabilities are fixed and there is
nothing useful to learn, it could be advantageous
in natural settings, where it would be expected
to promote learning of stimuli or actions that are
accurate predictors of reward (25). Thus, the
sustained, uncertainty-induced increase in dopa-
mine could act to reinforce risk-taking behavior
and its consequent reward information, whereas
the phasic response after prediction error could
mediate the more dominant reinforcement of
reward itself.
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Identified Sources and Targets of
Slow Inhibition in the Neocortex
Gábor Tamás,* Andrea L !orincz, Anna Simon, János Szabadics

There are two types of inhibitory postsynaptic potentials in the cerebral cortex.
Fast inhibition is mediated by ionotropic %-aminobutyric acid type A (GABAA)
receptors, and slow inhibition is due to metabotropic GABAB receptors. Several
neuron classes elicit inhibitory postsynaptic potentials through GABAA recep-
tors, but possible distinct sources of slow inhibition remain unknown. We
identified a class of GABAergic interneurons, the neurogliaform cells, that, in
contrast to other GABA-releasing cells, elicited combined GABAA and GABAB
receptor–mediated responses with single action potentials and that predom-
inantly targeted the dendritic spines of pyramidal neurons. Slow inhibition
evoked by a distinct interneuron in spatially restricted postsynaptic compart-
ments could locally and selectively modulate cortical excitability.

Gamma-aminobutyric acid (GABA) is the ma-
jor inhibitory transmitter in the cerebral cortex
(1). Extracellular stimulation of afferent cortical
fibers elicits biphasic inhibitory postsynaptic
potentials (IPSPs) in cortical cells. The early
phase is due to the activation of GABAA recep-

tors resulting in Cl– conductance, and the late
phase is mediated by K& channels linked to
GABAB receptors through heterotrimeric GTP-
binding proteins (2–6). Although dual record-
ings revealed several classes of interneurons
evoking fast GABAA receptor–mediated re-
sponses in the postsynaptic cells, it is not clear
whether distinct groups of inhibitory cells are
responsible for activating GABAA and GABAB

receptors. GABAergic neurons terminate on
separate subcellular domains of target cells (7,
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SUPPORTING ONLINE MATERIAL 

Materials and Methods 

Animals.  Two adult female Macaca fascicularis monkeys were maintained under the Swiss 

Animal Protection Law and the supervision of the Fribourg Cantonal Veterinary Office. 

 

Experimental Design.  A classical conditioning procedure was performed with visual stimuli 

presented on a computer monitor.  The head was fixed in place in front of the monitor.  The 

present data were obtained from five separately trained sets of visual stimuli, two in monkey 

A and three in monkey B, each presented with a distinct background on the monitor.  In each 

set, five stimuli were presented in random alternation.  Pictures were chosen to have similar 

physical salience but to be easily discriminated.  To aid discrimination, each stimulus was 

presented at a unique location.  Stimuli of 2 s duration were followed by a fixed amount of 

liquid (0.15 – 0.20 ml of diluted, raspberry-flavored syrup) delivered from a spout 

immediately in front of the animals mouth.  Licking behavior was monitored with an infrared 

detector.   

  Each stimulus was associated with a specific probability of reward.  To prevent large, 

random fluctuations, the program specified that the pre-assigned probabilities were precise 

after a block of eight consecutive trials of a specific trial type.  After those eight trials the 

counter was reset so that the next trial occurred with precisely the stated probability.  The 

counter was also reset if the experimenter interrupted the recording for more than a few 

seconds.  All trials were presented with an inter-stimulus interval that averaged 9 s, 

consisting of a fixed 4 s plus an interval determined by a Poisson process with a rate constant 

of 0.02 per 100 ms.  Unpredicted rewards were given in a separate block of trials with the 

same intertrial interval, and thus occurred with a rate constant of p = 0.02 per 100 ms.  The 
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relevant probability for dopamine neurons is presumably low for these ’unpredicted’ rewards 

but is unknown, as we don’t know the unit of time for which predictions are made.  

 Task training consisted of 100–200 trials of each stimulus per day, five days per week, 

for about five weeks.  Recordings began after at least five days of training and emergence of 

discriminative conditioned licking responses. 

 In experiments concerning reward magnitude, the small, medium, and large rewards 

were 0.05 ml in 40 ms, 0.15 ml in 100 ms, and 0.50 ml in 240 ms, respectively.  Anticipatory 

licking responses preceded all reward magnitudes.  Thus even the small reward was a 

sufficiently strong reinforcer for conditioning. 

 

Histology.  Recording sites were marked with small electrolytic lesions and reconstructed 

from 40 µm thick, stereotaxically oriented coronal brain sections, stained with cresyl violet or 

antibodies to tyrosine hydroxylase.  No significant correlations were found between neuronal 

position and responses.  In all cases, the data was pooled.  Hisological reconstructions of the 

position of recorded neurons are shown in figure S2. 

 

Electrophysiological Recordings.  Single unit recordings were performed as previously 

described (S1).  An attempt was made to record a representative sample of the entire 

population of dopamine neurons; thus the presence of phasic or sustained responses to 

conditioned stimuli or reward was not a criterion for selecting neurons to record.  Rather, 

dopamine neurons were identified solely by their discharge characteristics, including long 

waveforms (1.5 – 5.0 ms) and slow, fairly regular basal firing rates (0.1 – 8.0 Hz).  Prior 

studies in primates have shown that ventral midbrain neurons having these properties are 

antidromically activated by stimulation of the striatum (S2), and their firing is suppressed by 
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systemic administration of dopamine D2 agonists (S3), thus fitting long established criteria 

for the identification of ventral midbrain dopamine neurons.     

 

Data analysis.  Typically, at least 15 trials of each trial type were performed per cell; the 

minimum accepted for analysis was 7.  Responses were measured in standard windows and 

compared to the control period (1 s before stimulus onset) to calculate the percent change in 

spike rate.  The standard windows for phasic stimulus and reward responses were chosen to 

cover about 60% of the duration of the response, centered on the average maximum.  

Standard windows varied depending on the phasic response being measured and differed 

slightly between monkeys; they were fixed across trial types and across neurons.  The latency 

and duration (milliseconds) of standard windows in monkeys A and B, respectively, were 90, 

90 and 110, 130 following conditioned stimulus onset, 120, 100 and 120, 100 following 

reward onset, and 150, 100 and 150, 100 following no reward, conditioned stimulus off.  For 

sustained activation, the standard window was the 500 ms before the potential reward or 

neutral stimulus. 

 The calculation of the 95% confidence intervals shown in figure 2 was done as 

recommended for simple approximation by Iglewicz (S4), multiplying the appropriate t value 

by the interquartile range and dividing by 1.075 times the square root of the number of 

observations.   

 Statistical analyses of the sustained activations shown in figure 3C were performed as 

follows.  For the two data sets in which five probabilities were tested, the percent change in 

activity in the 500 ms before reward was ranked across the five probabilities for each neuron.  

The ranked values were then subjected to a Kruskal-Wallis test with three groups defined by 

the degree of uncertainty (p=0.0 and 1.0; p=0.25 and 0.75; p=0.5).  The initial ranking of the 

data points accounted for the paired nature of the data from each cell, while the Kruskal-
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Wallis test is appropriate for multiple comparisons of nonparametric data.  For the one data 

set with three probabilities and two levels of uncertainty, the responses were ranked and then 

tested with a Mann-Whitney Test.  For the data set with only two probabilities examined 

(p=0.5 and 1.0), the unranked data was subjected to a Wilcoxon Signed Rank test.  The data 

concerning reward magnitude (Fig. 4) were analyzed in an analogous manner, with data sets 

having two or three levels of magnitude.  The data shown in Fig. 4B revealed a significant 

effect (P<0.01) when analyzed by either Wilcoxon tests, or Kruskal-Wallis or Mann-Whitney 

tests after ranking. 

 For the correlation analysis carried out for figures 3D and S4, correlation coefficients 

(r) were derived from a partial correlation matrix of activity observed in each cell during four 

periods: the control period and standard windows (see above) for sustained activation (at 

p=0.5), phasic reward (at p=0), and phasic conditioned stimulus (at p=1.0) responses. 

 

Additional Data 

Analysis of conditioned responses on rewarded vs. unrewarded trials 

 The question arises as to whether or not the animals predictions varied on a trial by trial 

basis dependent on the probability schedule.  As discussed in the methods, the reward 

probabilities were not truly random, but structured so that the actual probabilities matched the 

pre-assigned probabilities after a block of 8 consecutive trials of a given trial type.  Because 

there were as many as five trial types (one for each conditioned stimulus) randomly 

interleaved, it would appear difficult to count rewarded vs. unrewarded trials for a given trial 

type.  Nonetheless, with extensive experience the animal (or the neurons) might learn the 

negative correlation between consecutive trials of a given trial type (“since that stimulus was 

followed by reward last time, it is less likely to be rewarded this time”).  If this occurred, it 

would reduce the average amount of uncertainty at all intermediate probabilities, and could 
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cause a significant skew in the measured probability functions.  Another possibility, not 

requiring such sophisticated cognition, is that the animal bases its predictions simply on a 

weighted average of past trials.  In this case, the animal’s prediction would assume a positive 

correlation between consecutive trials (“if this stimulus was rewarded last time, it probably 

will be this time”).  The simplest way to assess the extent to which either of these processes 

might have influenced reward expectations is to compare behavioral and physiological 

responses on rewarded vs. unrewarded trials at intermediate probabilities.  In the first 

scenario outlined above, in which the animal has learned something about the structure of the 

probability schedule, one would expect behavioral and neuronal responses to the conditioned 

stimulus to correspond to higher reward probabilities on rewarded trials as compared to 

unrewarded trials.  In the second scenario, if the animal simply adjusts its predictions based 

on a weighted average of past trials (with sufficiently high weight given to the most recent 

trials), then one would expect behavioral and neuronal responses to the conditioned stimulus 

to correspond to lower reward probabilities on rewarded trials as compared to unrewarded 

trials.  Figures S1A and S1B show that both licking behavior and neuronal responses to 

conditioned stimuli failed to discriminate rewarded from unrewarded trials.  This suggests 

that neither the animals nor the neurons learned the probability schedule to a significant 

extent, and that their predictions were probably based on a weighted average of more than 

just the last few trials. 
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Fig. S1.  Conditioned behavioral and neuronal responses failed to discriminate rewarded 

from unrewarded trials, though both responses were sensitive to reward probability.  A. The 

data shown is the same as in figure 1, except rewarded and unrewarded trials have been 

analyzed separately.  Conditioned licking responses are quantified as the duration of licking 

in the 2 s interval between stimulus onset and potential reward.  Each point represents the 

mean (±s.e.m) duration of licking of 905 – 4966 trials.  B.  The data shown represents a 

subset of the data in figure 2E, now with rewarded and unrewarded trials analyzed separately.  

Responses were normalized in each neuron to the response (percent change in activity) 

following the conditioned stimulus predicting reward at p = 1.0, and the mean (±s.e.m.) of 

these values is shown.  Only neurons showing greater than 50% increases in activity 

following onset of the stimulus with p = 1.0 were used in this analysis (n=27-36).  By 

selecting neurons in this way, the data became more parametric; hence the standard error is 

used here but not in figure 2.  

0

0.2

0.4

0.6

0.8

1

1.2

0 0.25 0.5 0.75 1
reward probability

ch
an

ge
 in

 a
ct

iv
ity

 (n
or

m
al

iz
ed

)

Phasic Neuronal Response to C.S.B.Licking BehaviorA.

360

400

440

480

520

0.0 0.25 0.5 0.75 1.0

lic
ki

ng
 d

ur
at

io
n 

(m
s)

reward probability

monkey A, reward
monkey A, no reward
monkey B, reward
monkey B, no reward 



 Fiorillo et al. January 22, 2003 

 

7 

7 

 

Fig. S2  The figure above displays histological reconstructions of the positions of recorded 

cells.  Each outline represents the area of dense staining for the dopamine-synthesizing 

enzyme tyrosine hydroxylase in the ventral midbrain.  The sections depicted were taken at 

7.0, 9.5, and 10.0 mm anterior to the interaural line in monkey A.  Neurons from both 

hemispheres in both monkeys are shown, each recorded within ± 0.5 mm anterior-posterior of 

the section displayed.  All neurons included in this study are shown, except 22 neurons from 

monkey A that were at the level of 5.5 or 6.0.  All neurons at 10.0 were from monkey B. 

 

Parametric analysis of a subset of the data shown in figures 2 and 3 

 In the main text, the median of the entire population was used as the measure of 

responsiveness.  This allowed an unbiased measure of the entire population, while being 

insensitive to the nonparametric nature of the data.  The median is also relatively insensitive 

to outliers, which are produced inappropriately when normalizing to values that are negative 

or close to zero, as was done for figure 2.  An alternative approach is to select responsive 

neurons, which makes the data more parametric and may provide a more sensitive measure of 

relative responses as a function of probability.  The results of this analysis are shown in 

figures S3A and S3B for subsets of the neurons that contributed to figures 2C and 3C.  The 

results are similar.  The only potentially meaningful distinction is that in figure S3B, but 
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perhaps not in 3C, there is clearly more sustained activation at p = 1.0 than at p = 0.0 

(P<0.01, Wilcoxan signed rank test).  It is important to recognize that although analyzing 

only responsive neurons may give a more accurate measure, it could also lead to a skewed 

measure of the overall population response (if the neglected neurons have distinct properties 

and don’t merely contribute random noise).  For at least two of the three data sets shown in 

figure 3C, the medians of the whole populations were not different between p = 0.0 and p = 

1.0.  Nonetheless, figure S3B could indicate a meaningful asymmetry in the relationship of 

the sustained activation to probability (though no difference is apparent between probabilities 

of 0.25 and 0.75).  An alternative explanation is that the sustained activation at p = 1.0 

resulted from a context-dependent generalization effect of the uncertainty that was associated 

with the other stimuli which were present on alternating trials.  If this is the case, there should 

be no sustained activation at p =1.0, and no difference in activity between p = 0.0 and p = 1.0, 

in a context in which all stimuli predict reward (p=1.0) or no reward (p=0.0) with certainty.  

Such experiments were performed in 37 neurons in monkey A and 48 neurons in monkey B.  

These experiments used distinct picture sets, and none of these neurons were among those 

reported in the main text.  The mean (±s.e.m.) activation in monkey A at p = 0.0 was 9.0 ± 

5.7% and the median was 5%, while at p = 1.0 the mean was 0.4 ± 4.2% and the median was 

0%.  In monkey B, the mean activation at p = 0.0 was 0.0 ± 2.3% and the median was 0.0%, 

while at p = 1.0 the mean was –6.5 ± 4.9% and the median was –13%.  In monkey B, the 

amount of activity was marginally but significantly less at p = 1.0 than at p = 0.0 (P < 0.05, 

Wilcoxan signed rank test).  The same trend is apparent in monkey A, though this was not 

significant.  Thus the discrepancy between p = 0.0 and p = 1.0 in figure S3B appears to arise 

either from the general context of uncertainty created by the frequent, interleaved 

presentation of stimuli predicting reward at intermediate probabilities, or from a skew 

introduced by the selection of highly responsive neurons.  
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Fig. S3.  The relationships of the phasic reward response and sustained activation to reward 

probability.  Whereas figures 2C and 3C show median responses for the entire neuronal 

populations sampled, these figures show means (±s.e.m.) for selected groups of responsive 

neurons.  A. The mean response was calculated following normalization within each neuron 

to the response to unpredicted reward (p=0.0).  This figure includes a subset of neurons from 

figure 2C in which the phasic reward response at p = 0.0 exceeded 50% above basal activity.  

Each point represents the mean value for 26 –54 neurons.  B. The mean sustained activation 

was calculated following normalization within each neuron to the response at p = 0.5.  This 

figure is based on a subset of neurons from figure 3C in which the sustained activation at p = 

0.5 exceeded 30% above basal activity, and sufficient data was obtained at all probabilities.  

The mean (±s.e.m.) increase in activity at p = 0.5 was 220 ± 102% in monkey A (n=16) and 

88 ± 17% in monkey B (n=14).  The activation at p = 1.0 appears to result either from a 

contextual generalization effect due to the uncertainty associated with the other stimuli, or to 
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a skew introduced by selecting highly responsive neurons, as discussed in the supplementary 

text above. 

 

 

Fig. S4  The magnitude of the phasic activation to reward is correlated across neurons with 

the magnitude of the phasic activation to a conditioned stimulus (r=0.196, P<0.01, n=241).  

This is in contrast to figure 3D, which shows no correlation between the sustained activation 

and the phasic activation to reward.  The conditions eliciting the largest average responses are 

shown (p=0 for reward, p=1.0 for conditioned stimulus).  Each point represents a single 

dopamine neuron.  Response values are given as percent change from basal activity.  Five 

outliers are not shown.  Correlation coefficients were not derived directly from the data 

shown, but rather from a partial correlation matrix of firing rates that took into account the 

covariance of each measure with basal firing rate.  
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