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According to contemporary learning theories, the discrepancy, or error, between the actual and predicted reward determines
whether learning occurs when a stimulus is paired with a reward. The role of prediction errors is directly demonstrated by the
observation that learning is blocked when the stimulus is paired with a fully predicted reward. By using this blocking procedure,
we show that the responses of dopamine neurons to conditioned stimuli was governed differentially by the occurrence of reward
prediction errors rather than stimulus±reward associations alone, as was the learning of behavioural reactions. Both behavioural
and neuronal learning occurred predominantly when dopamine neurons registered a reward prediction error at the time of the
reward. Our data indicate that the use of analytical tests derived from formal behavioural learning theory provides a powerful
approach for studying the role of single neurons in learning.

Classic theories assume that predictive learning occurs whenever a
stimulus is paired with a reward or punishment1,2. However, more
recent analyses of associative learning argue that simple temporal
contiguity between a stimulus and a reinforcer is not suf®cient for
learning and that a discrepancy between the reinforcer that is
predicted by a stimulus and the actual reinforcer is also required3±6.
This discrepancy can be characterized as a `prediction error'7.
Presentations of surprising or unpredicted reinforcers generate
positive prediction errors, and thereby support learning, whereas
omissions of predicted reinforcers generate negative prediction
errors and lead to reduction or extinction of learned behaviour.
Expected reinforcers do not generate prediction errors and therefore
fail to support further learning even when the stimulus is consis-
tently paired with the reinforcer. Modelling studies have shown that
neuronal messages encoding prediction errors can act as explicit
teaching signals for modifying the synaptic connections that under-
lie associative learning8±17.

Current research suggests that one of the principal reward
systems of the brain involves dopamine neurons18±21. Both psycho-
pharmacological manipulations and lesions of the dopamine system
impair reward-driven behaviour of animals18,21, and drugs of
abuse, which provide strong arti®cial rewards, act via dopamine
neurons19,20. Neurobiological investigations of associative learning
have shown that dopamine neurons respond phasically to rewards
in a manner compatible with the coding of prediction errors22±28,
whereas slower dopamine changes are involved in a larger spectrum
of motivating events18,28,29. Dopamine neurons show short-latency,
phasic activations when rewards occur unpredictably, they are not
modulated by fully predicted rewards and show phasically reduced
activity when predicted rewards are omitted. During initial learn-
ing, when rewards occur unpredictably, dopamine neurons are
activated by rewards. They gradually lose the response as the
reward becomes increasingly predicted24,25,27. The conditioned,
reward-predicting stimulus starts to drive the dopamine neurons
as they lose their response to the reward itself24,25. Dopamine
neurons also respond to novel, attention-generating and motivating
stimuli24, indicating that attentional mechanisms also contrib-
ute28,30. Results from neuronal modelling suggest that the responses
of dopamine neurons to primary rewards and conditioned stimuli
may constitute particularly effective teaching signals for associative
learning4,16,17,31,32 and embody the properties of the teaching signal of
the temporal difference reinforcement model33±36.

The present experiment explored how dopamine neurons of
primates acquire responses to reward-predicting stimuli. In order

to determine the concordance between dopamine responses and
reward prediction errors, we employed the canonical paradigm for
assessing the role of prediction errors in learning, the blocking test37.
We demonstrated behavioural sensitivity to prediction errors,
investigated the acquisition of neuronal responses to stimuli, and
related behavioural and neuronal learning to the responses of
dopamine neurons at the time of the reward.

Blocking and prediction errors
The blocking paradigm generated differential prediction errors by
training a target stimulus in compound with a pretrained stimulus.
As the pretrained stimulus has already been established as a
predictor of the reinforcer, the reinforcer on compound trials is
expected and therefore generates a minimal prediction error. Con-
sequently, learning about the target stimulus is blocked. The
blocking effect demonstrates that prediction errors, rather than
simple stimulus±reinforcer pairings, play a crucial role in human
conditioning38, causal learning39, animal conditioning37 and arti®-
cial network learning31.

We employed a visual stimulus A which predicted the delivery of
juice to the monkey (A+ trials), whereas a control stimulus B was
not followed by reward (B- trials) (Fig. 1a). Learning was assessed
by licking at a spout in anticipation of the reward in A+ but not B-
trials. Reward delivery was not dependent on the animal's antici-
patory licks in this classical (Pavlovian) conditioning procedure.
After training, the reward following stimulus A and the absence of
reward following B were predicted and should not have generated
prediction errors. During subsequent compound training, two
stimuli (X and Y) were presented simultaneously with A and B,
respectively, and both the AX and BY compounds were paired with
reward in equivalent numbers of trials. In AX+ trials, the reward was
already fully predicted by the pretrained stimulus A and, therefore,
the presentation of the reward should not have generated a predic-
tion error. By contrast, in the BY+ control trials, the reward was
predicted by neither stimulus, and the occurrence of reward should
have generated a prediction error. The animals continued to show
anticipatory licking in AX+ trials, as in the prior A+ trials, and they
learned to lick in anticipation of reward in BY+ trials (Fig. 1b).

The crucial test trials with the stimulus presented alone showed
that learning about stimulus X was blocked relative to the control
stimulus Y which had become an effective reward predictor (Fig. 1a
bottom). Median durations of licking (50th percentile) during a
2.0-s period after stimulus onset were 0 ms after stimulus X but
323 ms after Y (400 trials; P , 0:0001; Wilcoxon test; X and Y tested
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without reward). The failure of the monkeys to respond to stimulus
X in spite of its prior pairing with the reward suggests that learning
depends upon the reward generating a prediction error.

An assessment of eye movements revealed that both rewarded and
unrewarded stimuli were detected with comparable saccadic laten-
cies (means in A+ and B- trials were 191 and 192 ms, respectively;
n � 133=123; P . 0:2, t-test). Comparisons between stimulus and
eye positions (Fig. 1c and d) demonstrate that the monkeys ®xated
all four stimuli despite their differential associations with reward
prediction errors, including the blocked stimulus X. These data
suggest that blocking was not due to a failure of the monkeys to
detect stimulus X.

Conditions for neuronal learning
Based on the results from behavioural learning, we investigated how
dopamine neurons acquired responses to conditioned stimuli in
relation to prediction errors. We ®rst assessed how 286 dopamine
neurons discriminated between rewarded and unrewarded stimuli
(8, 201 and 77 neurons in substantia nigra and ventral tegmental
area groups A8, A9 and A10, respectively). We found that 200
dopamine neurons were activated by stimulus A, and that 150 of
them discriminated between the reward-predicted stimulus A and
nonpredictive stimulus B, either in an all-or-none fashion (75

neurons; Fig. 2a) or with weaker activations to stimulus B than A
(75 neurons). Fifty of the 200 neurons showed comparable
responses to the two stimuli, none of them being stronger to
stimulus B than A. The incidence of nondiscriminating B responses
increased slightly from 22% to 29% over several consecutively
employed picture sets. Most activations to stimulus B were followed
by depressions (68 of 75 neurons), thus producing characteristic
biphasic responses (see below). Responding neurons were found
insigni®cantly more frequently in the medial of three equidistant
mediolateral regions of dopamine neurons (P . 0:1; chi-squared
test). The rewarded compounds AX and BY activated 94 of 137
dopamine neurons (5, 96 and 36 neurons in groups A8, A9 and A10,
respectively), none of them being activated in only one trial type
(Fig. 2b). The latencies of neuronal responses were less than 100 ms
and thus were shorter than the onset of saccadic eye movements
towards the stimuli, indicating that the discriminations may have
been based more on stimulus positions than on visual attributes
requiring ®xation.

Blocking was tested on responses to conditioned stimuli in 85
dopamine neurons (2, 73 and 10 neurons in groups A8, A9 and A10,
respectively) (Fig. 1e). None of them showed exclusive responses to
stimulus X but, more importantly, 39 were not activated by stimulus
X while remaining responsive to stimulus Y (Fig. 2c). A further 16
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Figure 1 Behavioural performance in the blocking paradigm and neuronal localizations.

a, Licking behaviour in the six trial types: A, B, pretraining; AX, BY, compound learning;

X, Y, learning test. Horizontal lines indicate periods of licking. Note the licking in late Y-test

trials in the absence of reward. b, Learning curves of durations of reward-anticipatory

licking to compounds BY and AX during the 1.5-s stimulus±reward interval. c, Positions of

the four stimuli on the computer screen in front of the animal. d, Eye positions during the

1.5-s stimulus±reward interval in the six trial types after learning (up is upward, right is

rightward; eight trials are superimposed in each type). Darker areas indicate increased

eye ®xations on parts of the stimuli. The eyes ®xated within a 28 diameter in A+, X- and

Y- trials for mean durations of 444, 367, 551 and 698 ms per trial of 1,500 ms,

respectively (F � 1:630, degrees of freedom, d:f: � 3, P . 0:2, one-way ANOVA).

e, Histologically reconstructed positions of dopamine neurons responding to stimuli X or Y

(asterisks indicate exclusive activations to Y but not to X, n � 39; dashes indicate

activations to both X and Y, n � 16). SNpc, substantia nigra pars compacta, SNpr,

substantia nigra pars reticulata, VTA, ventral tegmental area. Ant 7.0±10.0: levels

anterior to the interaural stereotaxic line.
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neurons were driven by both X and Y. Of these, four showed
signi®cantly weaker activations to X than Y, 10 showed comparable
activations, and two responded more strongly to X than to Y. Eight
of the 16 neurons had biphasic activation±depression responses
(Fig. 2d). A further 30 neurons responded to neither X nor Y. The
distribution of responding neurons varied insigni®cantly among
groups A8, A9 and A10 or among three equidistant mediolateral
regions of dopamine neurons (P . 0:3). Thus the dopamine neu-
rons acquired stronger responses to the reward-predicting stimulus
Y than to the redundant stimulus X (Fig. 2e), although both stimuli
had received the same numbers of pairings with reward during
compound training. Both behavioural and neuronal learning about
stimulus X was blocked in the absence of a reward prediction error.

Learning and the dopamine reward signal
Subsequently we investigated whether the acquisition of behav-
ioural and neuronal responses to the conditioned stimuli was
related to the dopamine response at the time of the reward. After
pretraining, the behavioural measures indicated that the reward
following stimulus A and the absence of reward following stimulus
B were predicted and should not have generated prediction errors.
Correspondingly, dopamine activity remained at the baseline after
the reward in A trials and at the time of no reward in B trials
(Fig. 3a). By contrast, a surprising reward following the usually
unrewarded stimulus B should have generated a positive prediction
error and did, in fact, activate 11 of 13 dopamine neurons in
occasional tests (Fig. 3a bottom). Similarly, the unexpected omis-
sion of reward after stimulus A, which should generate a negative
prediction error, depressed 8 of 10 dopamine neurons at the

predicted time of reward. These data suggest that the previously
demonstrated dopamine reward prediction error signal26±28 was
operational in the current paradigm.

We then assessed whether dopamine neurons differentially
reported reward prediction errors during the learning of behav-
ioural and neuronal responses. The prediction error was low during
initial AX+ trials with the reward already predicted by stimulus A.
Accordingly, statistically signi®cant activations following the reward
were seen in none of six dopamine neurons tested in initial blocks of
AX trials alone and in only 9 of 38 dopamine neurons tested in
initial AX±BY trials (Fig. 3b). By contrast, 19 of the 38 neurons
showed signi®cant reward activations in initial BY+ trials when, on
the basis of pretraining with unrewarded stimulus B, the reward was
unpredicted and therefore should have generated a strong predic-
tion error. The reward activations disappeared gradually during
learning and were observed as late as 234 and 610 trials after onset of
compound learning with two picture sets, respectively. All six AX-
tested neurons were in group A9; of the 38 neurons, 29 were in
group A9 and 9 in A10. Thus the dopamine neurons showed
stronger reward activations with larger positive prediction errors
and weaker activations with smaller prediction errors.

The responses at the time of the reward should also re¯ect the
differential predictive status of stimuli X and Y. As predictive
learning to stimulus X was blocked, the omission of reward follow-
ing this stimulus should not have generated a negative prediction
error. Accordingly, only one of 85 neurons was depressed by reward
omission following stimulus X, whereas 30 neurons showed a
depression after reward omission following stimulus Y (Fig. 3c).
The occasional test presentation of a reward after stimulus X, but
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Figure 2 Acquisition of dopamine responses to conditioned stimuli depends on prediction

errors in the blocking paradigm. a, Pretraining; b, after compound learning; c±e, learning

tests. a, Differential activations following reward-predicting stimulus A but not
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e, Averaged population histograms of the 85 dopamine neurons tested with stimuli X and

Y after compound learning (normalized for trial numbers). In a±d, dots denote neuronal
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sequence being from top to bottom in each panel. Histograms contain the sums of raster

dots. Vertical calibrations indicate 20 impluses s-1 (in a±d) and 4 impulses s-1 (in e).
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not stimulus Y, should have generated a positive prediction error
and, indeed, induced an activation in all three dopamine neurons
tested (Fig. 3d). Thus the contrasting activations and depressions at
the time of the reward in X and Y trials corresponded to the different
prediction errors generated by the presentations and omissions of
the reward in these trials.

Response generalization
As noted above, 16 neurons showed activations to the blocked
stimulus X, which in eight were followed by depressions (Fig. 2d).
We investigated the nature of these responses by comparing them
with responses to stimuli A and B, which had well de®ned differ-
ential reward predictions. Thirteen of the 16 X-responding neurons
also showed responses to stimulus B before this stimulus had ever
been paired with reward (Fig. 4a). Moreover, the strong activation
by a surprising reward on occasional B test trials (Fig. 4b) con®rmed
that B did not predict the reward in spite of its activation of the
dopamine neurons. The reward activation contrasted with the
absence of any reward response following the consistently reward-
predicting stimulus A (Fig. 4a). The neuronal responses to reward
omission revealed similar contrasting predictive functions.
Although neuronal activity was depressed by reward omission on
test trials with the usually rewarded stimulus A (Fig. 4b), the activity
remained at the baseline level at the time of reward on unrewarded B
trials (Fig. 4a). Thus neuronal prediction errors occurred differen-
tially at the time of the reward on A versus B trials, although both
stimuli triggered neuronal activations (Fig. 4c). Therefore, the
responses to stimulus B were probably not related to reward

prediction but may have re¯ected response generalization from
the reward-predicting stimulus A (ref. 28). The notable response
similarities between stimuli X and B (Figs 2d versus 4a, b) may
suggest that the X responses were also unrelated to explicit reward
prediction but possibly re¯ected generalization from the reward-
predicting stimulus Y to stimulus X.

Discussion
Our data demonstrate that the activity of single dopamine neurons
in the blocking paradigm conformed to basic assumptions of formal
learning rules. The acquisition of neuronal responses to condi-
tioned, reward-predicting stimuli was governed by the stringent
criteria for learning developed in behavioural theories. Neuronal
learning, like behavioural learning, depended crucially on the
reward prediction error and occurred less readily with stimulus±
reward associations alone. Furthermore, the dopamine neurons
themselves coded the reward prediction error during the differential
progress of behavioural and neuronal learning. Thus learning
depended crucially on the presence of a reward prediction error
which was coded by the dopamine neurons, and rewards that
produced reduced dopamine signals failed to support both behav-
ioural and neuronal learning. The observed concordance between
cellular and behavioural processes in dopamine neurons contributes
to establishing a neurobiological basis for error-driven learning rules
that are derived from behavioural analyses2±6. The application of
formal behavioural learning rules to the study of single neurons
in the mammalian brain may provide a powerful approach for
studying the cellular foundations of reward-directed learning.
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The design of the blocking paradigm allowed us to differentiate
the in¯uence of reward prediction errors from that of simple
stimulus±reward pairings. Although the stimuli X and Y received
comparable numbers of pairings with reward during compound
training, only stimulus Y was associated with a reward prediction
error. The behavioural reactions demonstrated that only stimulus Y
was learned as a predictor of reward, whereas X was blocked from
learning. These data accord with numerous behavioural demon-
strations of blocking as well as contemporary learning theory2±6,37,38

and suggest that behavioural learning in the present primate
paradigm depends on reward prediction errors rather than on
simply stimulus±reward pairings.

Dopamine neurons acquired stronger activations to stimulus Y
than X, similar to the acquisition of behavioural reactions. Neuronal
learning to stimulus X, like the behavioural reaction, was subject to
blocking. The fewer, comparatively minor and biphasic responses to
stimulus X were possibly due to response generalization, rather than
neuronal reward prediction. All four stimuli used in our experiment
induced ocular reactions. Thus the differential acquisition of
dopamine responses to stimuli X and Y re¯ected the degree to
which the stimuli became valid reward predictors, rather than
differences in stimulus detection.

The dopamine activation at the time of the reward was stronger in
BY than in AX trials. This response coincided with substantial
behavioural and neuronal learning to stimulus Y. By contrast,
pairings between stimulus X and the predicted reward in AX trials
produced only a small dopamine response to the reward, no
behavioural learning, and little acquisition of neuronal response
to stimulus X. Whereas earlier work showed that dopamine reward
responses diminished with increasing reward prediction during

learning27, the present experiments showed a differential relation-
ship to learning. It thus appears that the differential capacity of the
reward to support behavioural and neuronal learning depends on
prediction errors which are signalled by the dopamine response at
the time of the reward. Rewards that produce larger reward predic-
tion errors induce stronger dopamine activations and better behav-
ioural and neuronal learning of a reward-predicting stimulus,
thereby suggesting that dopamine reward responses and behav-
ioural and neuronal learning are correlated.

The present results suggest that the dopamine signal encodes the
prediction error of formal theories of associative learning. These
theories deploy prediction errors in two distinct ways7. The ®rst
assumes that the error generated on a trial has a direct impact on
predictive learning in that trial3,31. By contrast, attentional theories
argue that reward prediction errors modulate predictive learning
indirectly by producing attentional learning to a stimulus that
controls its subsequent associability with the reward4,5. Recent
neurobiological research has begun to identify the brain structures
involved in such attentional learning40. The bidirectional changes of
dopamine neurons with prediction errors in A, B, X and Y trials
might comply better with the l 2 V (reinforcer - predictor) error
term of predictive learning than with the absolute value error term
of attentional theories (jl 2 V j) (ref. 7). Neurons carrying predic-
tion errors are also found in brain structures other than the
dopamine system7, particularly in the climbing ®bre projection to
cerebellar Purkinje cells11,12,14,15.

The generation and action of the hypothetical dopamine teaching
signal may involve basal ganglia circuits linking the dopamine
neurons with modi®able synapses in the striatum and
cortex28,35,36,41±47. A dopamine reward-predicting teaching signal
could sustain learning about extended chains of predictive stimuli
leading to a primary reward by mediating the `credit assignment' to
earlier links of such chains through higher-order conditioning16,30,48.
The interpretation of the dopamine response serving as an internal
reinforcement signal accords with the ®nding that stimuli that are
blocked from learning, like dopamine responses, are weakened in
their function as conditioned reinforcers to support higher-order
learning49. M

Methods
Two adult, male Macaca fascicularis monkeys were used in a classical conditioning
procedure. Stimuli were presented for 1.5 s on a 13-inch computer monitor at 65 cm from
the monkey's eyes (24 3 188) (Fig. 1a, c). Each of them covered a rectangle on the screen,
which had a surface area of 1,600 mm2 with side lengths of 9.7 and 61.7 mm. We employed
consecutively ®ve sets of four structured, coloured visual stimuli (A, B, X, Y) and recorded
from similar numbers of neurons in each set. Each neuron was tested with one stimulus
set. Each stimulus set was used for several months and discarded when the next set started.
Animals showed faster learning with increasing numbers of experienced stimulus sets
(`learning set' behaviour). Stimuli were presented on a structured, coloured monitor
background which was identical for each stimulus set but different between sets. In order
to make the stimuli as dissimilar as possible and thus reduce potential neuronal response
generalization28, each stimulus had a distinctively different and constant form, mix of
colours and position on the screen, and was not overlapped by other stimuli. Owing to
their constant positions, animals were able to identify each stimulus most easily by its
position when it came up, probably without even ®xating it. In one set, stimuli X and Y
were sounds delivered from a small loudspeaker below the computer monitor (2 kHz and
white noise, respectively). The data obtained with the sounds were comparable to those
obtained with the respective visual stimuli, including the differential responses to
conditioned stimuli and rewards; they were therefore treated together. A constant
0.1±0.2-ml volume of fruit juice was delivered at the end of the 1.5-s stimulus duration
through a spout at the animal's mouth. Interstimulus intervals varied randomly between
12 and 20 s. There was no speci®c action required by the animal for having reward
delivered following a stimulus. In free liquid trial blocks, animals received 0.1±0.2 ml of
fruit juice at irregular intervals of 12±20 s outside of any speci®c task. Lick responses of the
animal were monitored by interruptions by the animal's tongue of an infrared light beam
4 mm below the spout. Eye positions were monitored through an infrared oculometer
(Iscan).

Behavioural task

Three consecutive phases were employed. During pretraining, stimulus A was followed by
liquid reward, but B went unrewarded. Stimuli A and B alternated semirandomly. During
compound conditioning, stimulus X was added to the established, reward-predicting
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stimulus Awithout changing reward delivery. Control stimulus B was paired with stimulus
Y and followed by reward. AX+ and BY+ trials were semirandomly intermixed with A+
and B- trials to maintain the reward and nonreward associations of stimuli A and B,
respectively. In the third phase, stimuli X and Y were tested in occasional unrewarded trials
in semirandom alternation and intermixed with A+, B-, AX+ and BY+ trials (ratio about
1:5) to avoid conditioning.

Electrophysiological recording

Activity from single midbrain dopamine neurons was recorded extracellularly during 20±
60 min in the two animals using standard electrophysiological techniques. As described
previously22±25,50 dopamine neurons discharged polyphasic, initially negative or positive
impulses with relatively long durations (1.8±5.5 ms) and low frequencies (2.0±8.5
impulses s-1). Impulses contrasted with those of pars reticulata neurons of substantia nigra
(70±90 impulses s-1 and ,1.1 ms duration), a few unknown neurons discharging impulses
of ,1.0 ms at low rates, and neighbouring ®bres (,0.4 ms duration). Only dopamine
neurons activated by reward delivery in free liquid trials were tested in the present
experiments (about 75±80% of the dopamine neuronal population). Neuronal activations
were compared against an 800-ms control period preceding the ®rst task event by using the
Wilcoxon test in at least seven trials, with a constant time window of 70±220 ms following
the conditioned stimuli and 90±220 ms following reward. These time windows comprised
80% of onset and offset times of statistically signi®cant increases (P , 0:01). Neuronal
depressions were assessed with the Wilcoxon test during individual time windows.
Responses were compared in individual neurons with the two-tailed Mann±Whitney U
test (P , 0:05) between different stimuli, using impulse counts in single trials. Recording
sites of dopamine neurons sampled from groups A8, A9 and A10 were marked with
small electrolytic lesions and reconstructed from 40-mm-thick, tyrosine-hydroxylase-
immunoreacted or cresyl-violet-stained, stereotaxically oriented, coronal brain sections
(Fig. 1e). Experimental protocols conformed to the Swiss Animal Protection Law and were
supervised by the Fribourg Cantonal Veterinary Of®ce.
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